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Problem #1: Lateral movement

■ Attackers had a hard time 
getting in

■ But once inside, 
became hard to contain



Problem #2: Distributed offices

■ Enterprises no longer have 
their data or users in just 
one place

■ Where should the perimeter 
be?
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Problem #3: Advanced persistent threats

■ An attacker may infiltrate a 
system on day one

■ But not move laterally until 
many days later

– Makes detection 
difficult



These problems are real

⮚ Colonial Pipeline temporarily halted all 5,500 miles 
of pipeline operations

⮚ 45% of pipeline operators were affected

⮚ 17 states declared a state of emergency

⮚ Paid a ransom of 4.4M USD
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■ Old paradigm

– "Trust but verify"

– Analogous to checking ID 
when entering a bar

■ Zero trust paradigm

– "Never trust, always verify"

– Like checking ID when 
ordering each drink

fID please



Zero trust in practice

■ Popularized by Google's BeyondCorp

■ Critical services operate in cloud

■ Multi-factor authentication

■ Device attestation

■ Behavioral analytics

Organizational 

Resources
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interfaces

– Etc.

■ What about the on-premises 
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In-network defenses are still needed
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Enterprises with geographically distributed 
sites introduce new challenges…

■ Users commonly move between 
sites

– require differentiated access 

based on location

■ Compromise of a single site should 
not leak the global policy

■ Only site administrators should 
modify policies for their local 
resources
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NGAC policies

■ NGAC is a policy definition language

– Defined by NIST in 2015

■ Can model both ABAC and RBAC 

policies

■ Assignments define hierarchy

■ Associations define granted 
permissions

■ Prohibitions define denied 
permissions

(Anjum et al., 2022)
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Software-defined Networking (SDN)

■ Network consists of

– Devices

– Switches

– Controllers

■ Controllers install flow rules 
on network switches

■ Switches use flow rules to route 

packets between devices and other 
switches

Controller



Overview of Multi-Site NetViews 



Overview of Multi-Site NetViews 

■ Global policy management



Overview of Multi-Site NetViews 

■ Global policy management

■ Site-local policy management



Overview of Multi-Site NetViews 

■ Global policy management

■ Site-local policy management

■ Polices defined with NGAC 
language



Overview of Multi-Site NetViews 

■ Global policy management

■ Site-local policy management

■ Polices defined with NGAC 
language

■ Enforced by SDN flow rules



Overview of Multi-Site NetViews 

■ Global policy management

■ Site-local policy management

■ Polices defined with NGAC 
language

■ Enforced by SDN flow rules

■ Policy reacts to users 
roaming between sites



Overview of Multi-Site NetViews 

■ Global policy management

■ Site-local policy management

■ Polices defined with NGAC 
language

■ Enforced by SDN flow rules

■ Policies react to users 
roaming between sites

■ Policy state is coordinated 
with a global manager



Policy Enforcement: Intent-based Networking

■ Abstract "intent" from multiple flow 
rules

■ Intents are compiled from NGAC 
policy

A

B

Connect 

host A to 

host B

Controller
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Policy slicing

■ Global policy can leak confidential 
information about the organization

■ Sites need not be aware of the local 
policies at other sites

■ Policies can be sliced on a "need-to-
know" basis

■ Slicing algorithm uses depth-first 

traversal to find relevant policy 
elements

Local policy for site 1

Local policy for site 2
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Administrative Policies

■ Defines what individual 
administrators can update in a 
policy

■ Policy invariant rules to 
maintain policy semantics

■ Leverages NGAC administrative 
policy semantics

For more details, please see the paper
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Experimental Setup

Compare

■ Baseline (ONOS ifwd)

■ NetViews

■ MSNetViews

51
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Throughput and Latency Results

MSNetViews overhead is negligible, 
particularly when sites are far apart.

54(scales differ for readability)
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Policy Update Performance
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Table: Effect of Policy Graph Complexity on Average Policy 

Checking and Slicing Delay
Figure: Effect of Number of Slices Needed to be 

Generated for Policy Updates.



Summary

■ Zero trust is needed in today's 
enterprise network landscape

■ MSNetViews solves problems of 
previous solutions

– On-premises networks

– Distributed sites

■ MSNetViews addresses

– Roaming

– Policy slicing

– Distributed administrative 
policies

■ Performance comparable to single 
site setting

■ Source code available: 
https://github.com/netviews/ms-netviews

■ Paper available here:

https://github.com/netviews/ms-netviews


MSNetViews: Backup Slides

59



Post-Roaming Stabilization

60

Figure: Effect of number of roaming users and number of 

relevant sites on average location update time per user for users 

roaming globally (between WashingtonDC↔Copenha- gen(CP)). 

Location update events are not batched.

Figure: Average location update time per user with batch 

processing at two different batch intervals as a function of 

number of users roaming globally (between WashingtonDC 

↔Copenhagen(CP))
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